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ON SOME ASPECTS OF RESPONSE ERROR M TL 2 

William G. Madow, Stanford Research Institute 

1. Introduction. Both response error and 
response bias] occur in almost every survey, 
whether a survey of a sample or a survey of an 
entire population. 

The understanding and measurement of response 
error are essential for four main purposes: 

(1) To improve the assessments of the accu- 
racy of data provided by a particular survey, and 
to determine how much weight can be given those 
data in procedures for making conclusions, deci- 
sions, or actions in which the data are inputs, 

(2) To determine how to improve the making 
of the survey and the estimates based on it, 

(3) To improve the allocation of resources 
to the different parts of a survey, viewed as an 
economic enterprise, in order to maximize the 
information provided by a survey for a given cost 
or to minimize the risks of conclusions, deci- 
sions, or actions based in whole or part on the 
survey, and 

(4) To contribute to the accumulation of 
information on response error for use in other 
surveys and in research on survey making. 

In many surveys response errors are large; 
usually, they are measured or reduced only with 
considerable effort and cost. In some surveys, 

the main component of response error is response 
variance, which can be reduced by technical im- 

provements in the size or method of making the 
survey. In other surveys, the response bias is 

large. To reduce response bias is often far more 
costly than to reduce response variance; sometimes 
the response cannot be sufficiently reduced to 
regard it as small. Sometimes, the knowledge and 
understanding of the bias are adequate for taking 
it into account when conclusions, decisions or 
actions are taken; sometimes other evidence than 
the survey itself will keep the response bias from 
leading to error; sometimes, in time series, the 
changes in the data are sufficiently greater than 
the changes in the biases for estimates of change 
to be relatively unaffected by response bias. To 
know whether the response bias will produce errors 
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in analyses requires knowing something of the 
size and nature of the response bias. 

To measure response variance and response 
bias, to determine how they depend on various 
parts of the survey, to determine how they are 
related to respondent and interviewer charac- 
teristics, to determine how they are related to 
other variables on which information is obtained 
in the surveys, to determine how they change over 
time, to determine how and at what cost they can 
be reduced, and to determine how much they in- 
crease the risks of conclusions, decisions and 
actions utilizing the survey; all these seem 
essential to the improvement of survey making 
and use. 

In this paper we emphasize: 

(1) The possibility of using double sampling 
methods for reducing response bias, 

(2) The contribution of explanatory variables 
to the understanding of response error, and to 
the reduction of response error, 

(3) The importance of studying as behavioral 
science models the choice mechanism used by the 
respondent in selecting one of the possible re- 
plies that he can give when a question is put to 
him, not only in order to understand response 
error but to reduce it, and to lower the cost of 
double sampling methods for reducing response 
error. 

We also discuss the concept of the explora- 
tory survey, a type of survey that we distinguish 
from the analytic, general purpose or special 
purpose surveys. Since the treatment of response 
error may be quite different in surveys for time 
series or in panel surveys than in one -time sur- 
veys, we also briefly consider that classifica- 
tion. 

A suggestion that we make, although we do not 
implement, is an attempt to resolve an issue that 
often arises between the survey designer and the 
survey user. This issue is the contradiction be- 
tween the user's knowing he cannot state precisely 
how the data will be used, and his consequent 
wish that he be provided with generally good data; 
and the designers knowing he cannot provide data 
adequate for all uses and his consequent wish 
that he be provided with exact statements of how 
accurate specified data must be for the uses to be 
made of them. 

The suggestion is that the designer and user, 
instead of discussing accuracy begin by consider- 
ing some perhaps oversimplified models of using 
the data, discuss the requirements on the data 
resulting from the desire to achieve certain risk 
levels through the use of these models, and con- 
clude by adjusting the accuracy levels to account 
for other possible uses not so easily specifiable. 



2. Classifying surveys by their uses. 

We first discuss two classifications of sur- 
veys that are related to the uses of surveys. 
The word "surveys" as used here includes not 
only sample surveys, but also surveys of an en- 
tire population or universe. 

One classification of surveys is by whether 
the surveys are "one-time" surveys, or whether 
the surveys are made to provide data for a time 
series, and in the latter case, whether the sur- 
vey is a panel survey made at a fixed number of 
time periods with complete or partial renumera- 
tion of the members of the sample at the time 
periods. 

Another classification of surveys is by 
whether the survey is intended to provide data 
for general use, such as data provided by the 
Bureau of the Census or the Bureau of Labor 
Statistics or various other government agencies, 
or whether data are to be provided for special 
purposes, such as the data provided by marketing 
surveys made for a specific company in order for 
it to decide what action it wishes to take with 
respect to its products, or whether the survey 
is an analytical survey made in order to test 
various specified social science hypotheses such 
as might occur in studies intended to test hy- 
potheses concerning the nature of voting behavior 
or whether the survey is an exploratory survey, 
i.e. a survey made in order to obtain information 
concerning which variables are important in 
characterizing one or another kind of behavior. 

The classifications of surveys made above are 
not classifications into mutually exclusive 
classes. Many surveys partake of several of 
these aspects. From the point of view of survey 
design however, these classifications lead to 
different designs, and consequently the consider- 
ation of these classifications is relevant to a 
discussion of survey design. 

Let us discuss the differences among 
these various types of surveys in relation to a 
common oody of information. For this purpose 
the topography of geographical area provides 
a useful illustration. 

In a general purpose survey, the topographi- 
cal features such as mountains, rivers, etc. 
would have been identified; for each of these 
features specific items such as heights, lengths, 
etc. would be measured by some procedure. The 
list of topographical features and the measure - 
ments.together with indications of how accurate 
these measurements would be would then be pub- 
lished as a general purpose set of data available 
for any user who could himself decide the extent 
to which he wished to rely or make use of these 
data. In making the survey, certain users and 
their needs might have been considered but, in 

addition, the data be for general use. The data 
may make it possible for some decisions to be 
made but might not be adequate for others - per- 
haps because of the wide focus rather than a 
narrow focus. 
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In a special purpose survey, attention would 
usually be put on one or more of the topographi- 
cal features; the objective might be to learn 
whether one mountain is larger than another with- 
out it being terribly important to know the exact 
size of either of the two mountains, or it might 
be necessary to learn something of the slope of 
the mountain that would go beyond the detail pub- 
lished in a general purpose study, perhaps, in 
order to estimate the cost of moving material 
from one level to another of the mountain. A 
frequent characteristic of the special purpose 
survey is that it is intended to provide data re- 
quired to make a decision or take some action. 

An analytical survey might be concerned with 
testing hypotheses concerning the ages of the 
mountains, or a hypothesis concerning the nature 
of the phenomena that led to the existence of 
some of the existing topographical features, and 
the prediction of what these topographical char- 
acteristics might be at some future time period 
because of the nature of the fundamental proc- 
esses creating change in the topographical char- 
acteristics. 

The exploratory survey would be concerned 
with attempting to determine what were the real 
topographical features themselves, which of these 
features best characterized the area in question, 
and develop hypotheses concerning the underlying 
processes. 

The main reason for discussing this classifi- 
cation at this point is that different kinds of 
samples and different types of analysis would be 
appropriate for the different types of surveys 
identified in the classification. For example, 
a special purpose survey with a very specific 
objective can often have far smaller size and be 
less rigorously made than a general purpose sur- 
vey of the same area intended to provide informa- 
tion suitable for many uses, uses which may not 
have even been specified at the time that the 
survey was made. While this does not mean that 
all general purpose surveys must be of excep- 
tionally high quality, it does imply that if a 
survey can be done for specific purposes the 
costs can be reduced. 

The distinction between analytical surveys 
and either general or special purpose surveys is 
not a distinction between whether one wishes to 
estimate relations or only to estimate specific 
numbers. Both general and special purpose sur- 
veys may well have as their major objectives the 
estimation of both numbers and relations, or even 
only relations. Similarly general purpose studies, 
special purpose studies and analytical studies all 
may be intended to provide data to serve as a 
basis for decisions. The main difference between 
analytic surveys and either general or special 
purpose surveys is that analytical surveys are 
concerned with the processes that led to the'data 
that are obtained or to the relationships that are 
obtained, whereas special purpose and general pur- 
pose surveys are primarily concerned with the data 
or relationships themselves and their uses in 
decision and action. 
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It is almost inevitable that analytical sur- 

veys would contain what are sometimes called 

"soft" data as well as the relatively "hard" data 

that are often obtained in special or general 
purpose surveys, although this is not meant to 

imply that only hard data are obtained in such 
surveys. 

From a design point of view, the main differ- 

ence between exploratory surveys and either gen- 
eral or special or analytical surveys is that in 

the case of exploratory surveys it is so much 
more important to sample all the possible sources 
of variability of the data to be obtained whereas 
in any of the other three the sources of varia- 
bility can be limited by setting forth some more 
restrictive objectives that can be stated for an 

exploratory survey. 

3. Steps in survey making related to res- 

ponse error. 

The steps of the survey that include the 
selection of a respondent, the design of a 
questionnaire, the selection of an interviewer, 
and the bringing of these three entities together 
may be viewed as the planning of a choice experi- 
ment in which the respondent presented with a 
combined stimulus of the question or questionnaire 
and interviewer in the environment in which the 
interview takes place chooses a response either 

from a pre- assigned list of possible responses or 

from a set of alternatives among which the respon- 
dent decides to make the choice. 

Not all elements of this experiment need be 
present. For example, it may be that instead of 
the respondent there is a file of information 
concerning people or businesses, and the inter- 
viewer, who in this case is the person who records 
the information, may abstract the information from 

the record onto the form. This procedure need not 
be error free. For example, if the forms from 
which the information is being extracted are the 
notes of physicians in medical records the ab- 
straction of the information will be subject to 
many sources of error. 

The interview may be conducted by mail or by 
telephone. In the former case the respondent may 
have an opportunity to read the entire question- 
naire before he responds to individual questions, 
whereas either in a personal or telephone inter- 
view he is asked the questions sequentially and 
his responses may be affected by that fact. There 
may be no written questionnaire; the interview may 
be unstructured, and may be essentially non- direc- 
tive as in the case of psychiatric interviews or 
similar types of interviews that occur in surveys. 

The structure of the interviewing situation 

is that for each question, the respondent makes a 
choice from a more or less specified set of alter- 
natives. The choices, (responses) are usually 
made sequentially although, as in the case of a 
mail survey, sometimes they are made collectively. 
The set of alternatives may be spelled out as in 
the case of a forced choice question, or to some 
extent defined by the respondent himself - usually 

without stating the set to the respondent. 

The information provided by the respondent 
may be categorical as for example in the case of 
sex or it might be more nearly continuous as in 
the case of age or income. No distinction is 

being made according to the type of information 
provided by the respondent. 

4. The accuracy required of estimates. 
Small analytic models. 

The requirements of the analysis of the in- 
formation provided by the survey must indicate 
the accuracy demanded of that information. Yet, 

statisticians and survey designers have long had 
the experience that it is difficult, if not im- 

possible to expect the users of data to indicate 
the uses sufficiently precisely for the accuracy 
requirements on the survey to be possible to de- 
termine. Most frequently, such accuracy require- 
ments have been arrived at by a process of nego- 
tiation in which the user will first suggest it 

would be nice if the data were completely accur- 
ate, the designer will inform the user of the 
cost of such an achievement, even assuming it to 
be possible which usually it is not, the user 
will then reduce the accuracy requirements he 
would like to place on the data, the designer 
will indicate the costs and feasibility of the 
reduced level of accuracy, etc. until either an 

agreement is reached or the decision is made 
either not to obtain the data or to obtain it by 
other means. One reason why it is so often diffi- 
cult to state the required accuracy of the data 
is that the uses are themselves not too specifi- 
able especially at the time of designing the sur- 
vey. For example if one is talking about tele- 
vision ratings then it is well known that many 
decisions are made just by looking at the tele- 
vision ratings, but that many other aspects of 
information are used than those provided by the 
survey itself. Similarly if a government policy 
is to be based on the results of a survey, that 
policy will take into account far more then the 
numerical results of the survey; political as- 
pects and fundamental economic considerations may 
also play a very large part. These considerations 
are even more important when one considers analyt- 
ical and exploratory surveys in which the nature 
of the analysis will be affected by the results 
obtained in the survey itself. Between the date 
on which the design is fixed and the date on 
which the data begin to be available, several 
months may pass, and the needs may evolve and 
change. Furthermore, as the analysis evolves the 
needs and accuracy requirements may both change. 

Even if the needs do not change, it often 
occurs that when decisions on the accuracy re- 
quired are obtained by the process of negotiation 
between the survey user and the survey designer, 
it turns out that the negotiations either did not 
cover all the actual uses to be made of the data, 
or that the user did not fully understand to what 
he was agreeing. 

Very often once data have been collected then 
despite all the limitations placed upon the use of 



the data by the survey designer or statistician, 
the user often feels that since the data are the 

best he has available)he must use them and rely 
primarily on the consistency of the conclusions 

obtained from the data with other sources of in- 
formation, or the internal consistency of the 

conclusions as the basic support for his analy- 

sis. It is true that if the data are highly 
variable then there will tend to be a sufficient- 
ly large number of inconsistencies for the user 
to become concerned and to limit the conclusions 
that he was prepared to draw from the data. But, 

when the data are biased, there may be few in- 
consistencies, and yet the survey as a whole is 
wide of the mark. A sufficiently sophisticated 
user who makes comparisons with relatively un- 
biased outside sources of data, and evaluates 
these data themselves will often use the survey 
in a useful way. However, it must be emphasized 
that it is the user whose judgment becomes criti- 

cal rather than the objective properties of the 
survey data themselves. 

Sometimes when a time series is being ana- 
lysed it is felt that biased data may be used 
because the effects of the bias will disappear or 
be greatly reduced when investigating the changes 
over time. The biases may be due to response, as 
in income estimates, or to the use of a study pop- 
ulation that differs from the population concern- 
ing which conclusions are to be drawn, as in the 
case of TV ratings. But often the biases will 
change over time, and may even increase in rela- 
tive importance. Just as we attempt to measure 
the accuracy of estimates at a given time so 

must such estimates be attempted over time; in 

particular the changes in response bias should be 
estimated even if it is believed that response 
variance is stable. 

There is an intermediate level that might 
help determine the required accuracy of the data 
without committing the user to use methods of 
analysis that are too simple or inappropriate 
for his purposes; this method is the construc- 
tion of small models. These models may be ana- 
lysed mathematically or by simulation. But they 
will lead to conclusions on the accuracy required 
of the data so far as their requirements are con- 
cerned, and such analyses will often provide an 
adequate basis for deciding the accuracy to be 
required of the data. 

5. Questionnaire and Interviewer Effects on 
Response Error. 

We have suggested how it may be possible more 
often than now is done, to arrive at conclusions 
concerning the accuracy of the estimates desired 
from a survey. Let us now turn to the ways in 
which accuracy may be measured and to the factors 
on which the accuracy depends. 

One of the most important factors to consider, 
and one of the most difficult properly to assess, 
is the choice of questionnaire. Most discussions 
of questionnaire construction come down to tell- 
ing the questionnaire constructer to be wise and 
to be careful, and point out that unless one is 
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wise and careful variance and biases will result. 
Experience indicates however, that despite all the 
wisdom and judgment of the past, every new ques- 
tionnaire presents a new challenge, and the 
ability of respondents to find weaknesses in the 
questionnaire continues to be effective even 
after serious and able attempts of questionnaire 
constructors to find and remove biases before the 
respondents show him the weaknesses. Pretests or 
pilot studies of questionnaires are known to be 
indispensable, and often these pretests and pilot 
studies include alternative questionnaires. Im- 
provements of questionnaires are usually costly 
to demonstrate; and often it is difficult to 
justify the improvement in information in terms 
of the extra cost and time and, perhaps, the more 
competent interviewers and greater training that 
are required. Even when two or more versions of a 
questionnaire are used in the same study so that 
differences primarily due to the questionnaires 
can be isolated, and the versions are distributed 
among the sample of respondents so that valid 
comparisons can be made, the versions may have the 
same essential biases. Biases because of unwill- 
ingness to report, for example, may not be re- 
duced sufficiently by an improvement in a ques- 
tionnaire; similarly inability to report because 
of forgetfulness may be only partially reduced by 
the use of questions intended to stimulate the 
memory; the different versions of the question- 
naire may yield data more similar to each other 
than any is to the true data that one would like 
to elicit. 

It is rare that one -time surveys can ade- 
quately develop questionnaires, especially since 
so few tests of questionnaires are conducted in a 
way that provides objective evidence. 

Once the questionnaire or questionnaires 
have been selected, the issue becomes that of the 
accuracy of the information requested on the 
questionnaires. 

Other important topics in survey making that 
require further research in spite of the large and 
costly efforts that have been made are the train- 
ing of interviewers and the manner of conducting 
interviews. Interviewer training has been diffi- 
cult to evaluate because of the very high cost of 
experimental studies that are generalizable. 
Whether the interviewer should ask questions 
exactly as they appear on the questionnaire or be 
allowed to vary from the questionnaire seems to 
depend on the survey and the organization con- 
ducting the survey. It is well known that even 
slight deviation from questions as worded may pro- 
duce unexpected effects in the responses obtained. 
Yet, whatever may be the emphasis placed on the 
importance of the interviewer not adjusting the 
questionnaire, changes are often made by the in- 
terviewer even when this goes counter to the in- 
structions. Even when no change is explicitly 
made, the interviewer's attitude toward the ques- 
tion communicates itself sufficiently to the res- 
pondent to alter the meaning of the question. For 
example, the interviewer may feel that questions 
on income should not be asked, and have difficulty 
in asking such questions; even when asking the 
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questions the interviewer may ask them suffi- 
ciently tentatively or concernedly so that the 
respondent becomes aware without any words being 
spoken that make the interviewer's attitude ex- 
plicit. Similarly an interviewer with long ex- 
perience in using a particular questionnaire may 
stop asking all the questions or using all the 
aides provided because of sufficient familiarity 
with the questionnaire to believe that these 
practices are unnecessary. For example, the in- 

terviewer may have been given a list to show to 
the respondent at a certain point but instead of 
showing the list to the respondent, the inter- 
viewer may eventually memorize the list and re- 
peat it - perhaps incorrectly. 

Similarly the problems that the interviewer 
faces in attempting to communicate with the res- 
pondent could be the subject of further study. 
Many respondents will not refuse, but will lower 
the quality of information they provide by the 
way in which they participate. The interviewer 
faced with a resentful or hurried or troubled 
respondent will often be affected by the respon- 
dent and the quality of information will suffer 
thereby. Similarly, the interviewer, in obtain- 
ing information from a proxy respondent, will 
find that it is more difficult to ask probing 
questions concerning the desired respondent in 
any fruitful fashion. 

Under these conditions, the measurement of 
response variance and response bias become al- 
most indispensable in a survey aimed at more than 
the establishment of very large differences. 

6. Response Variance, Response Bias and 
Response Error. 

It will be helpful at this point to introduce 
some definitions and symbols in order to make 
precise the analysis with which we will be con- 
cerned. 

Suppose that we are dealing with the popula- 
tion of N elements, denoted by 1,2,...,N. 

Let µi, i= 1,...N be the "true value" of a 

variable for the ith element of the population. 

Let xi, i= 1,...N be the random variable that 

is the choice of the respondent i, if respondent 
i is asked the question for which the true value 
for that respondent is . 

Let ai, i= 1,...N be the expected value of 

xi, i.e., E xi = ai. 

Then, for the ith respondent, the variance of 
response, µVi, is the expected value of the square 

of the difference xi -ai, i.e. 

RVi E (xi -ai)2 

and the response bias, RBi, is the difference be- 

tween the expected response and the true value 

i.e. 

= ai 

Finally, the mean square error of response, 

is the expected value of the square of the 

difference xi -µi, i.e. 

Mi E(xi -41)2 = E(xi -ai)2 + (ai -4i)2. 

We shall not assume that the errors of res- 
ponse are uncorrelated. Also, we shall be assum- 
ing the existence of a "true value" even though, 
in practice a "true value" may not exist. For 
example, in cases of illness, the differences 
among physicians on whether a person is ill often 
are sufficiently great to cause us to remember 
that illness is itself a continuous variable and 
that what illness is will often be a matter of 
opinion. To define "illness" so that except for 
measurement errors among doctors, the same diag- 
noses would be reached would be most difficult. 
This problem is serious enough when it comes to 
ordinary medical conditions but in dealing with 
psychiatric problems the differences are much 
greater. Similarly when one is dealing with 
opinion and attitude questions the true value 
may well be a true probability distribution of 
opinions or attitudes of the person. Even in 
deciding whether a person is unemployed, or is a 

member of the labor force, large elements of 
opinion are present; whether there is really a 
true value for these variables is often doubtful. 
Sometimes, as in the case of unemployment, there 
may be knowable true values for many elements of 
a population without there being true values for 
all the elements of a population. Many are cer- 
tainly employed, many are certainly unemployed, 
many are certainly not in the labor force, but 
many also are in the fringe groups where the true 
values are uncertain. To change definitions to 
eliminate fringe groups is not necessarily to in- 
crease the information provided by the survey. 

Let us suppose now that the objective of a 
survey is to estimate a function, 

f = f (41,R2,..., 

of the "true values", 

For this purpose, an estimator, g', based on 
sample values x'1, x'2,..., x'n i.e. 

g' = g(x'1, x'2, ...,x'n) 
, 

is defined. 

Let E (g' id) 

be the expected value of g', given the selected 
sample. Then, the response variance of g', RVg 

is defined to be 

gi = EEL(g` E(g(Á) 

The response bias, RBg, is by definition 



= Eg' f 

When E(g', is evaluated it will be some 

function h' = h (a'1,...,a'n), i.e. 

E(g' = h (a'1, ...,a'n) = 

Define to be the same function of 

µ'n that is of a'1,..., a'n. 

Often, will the esti- 

mate of f that would have been used, had there 
been no response error. Sometimes, another func- 
tion would have been used, possibly 

= g(µ'1, µ'n) . Let us denote by 

k' =k µ'n) the function that would 

be used to estimate f if there were no response 
error. 

Then, 

* E [E(g 1Y) 2 = E [E(g' - k 2 

+ 2 E 
Lk' 

E(k' -Ek')2 

and we shall define the expected square sample 

bias, SB2 by the equation 
g ,k 

SB2,,k, = E(g' - k'1 2 

the regression coefficient of E(g'Ió,) - k' on k', 

- k' , k' , by 

E[(g' 
- 

k', k' E(k' -Ek')2 

and the mean squared error had there been no res- 
ponse error, MSk by by 

= E(k' -f)2 = E(k' - Ek')2 + (Ek' -f)2 
, 

As mentioned above k' will often be either 
g' or h'. 

Let SB2g,,k, be partitioned into 

** SB 
k = E [(g' - k') - ( Eg' - Ek' ) 

- - Ek'] + (E g' - E k')2 + 

SE(g' k',k' + (E g' - E k')2 + 

Since 

E(8' - f)2 = E + (Eg' - f)2 

= E + E E(g') - 2 

and since 
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E [E(g'12,) 2 = E - E(k')] 2 

+ 2E Ek'] [E k' -f] + (E k' - f)2 

it follows that from * and that 

E [E(6' IL) - f] 
2 

= (ß 

f)2 

Hence we arrive at the fundamental formula for 
the mean square error of the estimator g' about 
the value estimated, f: 

E(g =f)2 = I + Ix) + (ß +1)2o2k, 

(Eg' 

Of the four terms, the first is the response 
variance and the last is the square of the bias. 
We have chosen to express the two middle terms 
using the regression of E(g'$) -k' on k' since 
the within sample bias will so often be a function 
of k'. 

It is easy to express these two middle terms 
using the regression of E(g',d,) on k'. It will 
be noted that, especially if k' is an unbiased 
estimate of f, the occurrence of a negative re- 
gression coefficient of - k' on k' can 
yield values of E(g f)2 that are smaller than 

E(k' - f)2. 

The dominant term in E(g' -f)2 may well be 

(Eg' -f)2, the overall bias, squared. For this 
reason we turn in Section 7 to the use of double 
sampling methods of eliminating or reducing the 
bias. 

7. The reduction or elimination of response 
bias by double sampling. 

In order to avoid complications unnecessary 
for the discussion of the ideas we shall deal in 
this section with the simplest case, that in which 
a simple random sample has been selected from 
which a simple random subsample is selected for 
which estimates of the bias are obtained, and a 
difference estimate is used. 

The true values for the population are 

µl, µ2' 
The objective of the survey is to 

estimate the arithmetic mean of 

The responses of the elements of the sample 
are designated by xi, x,..., and 

E(xi i) = ai , 

where ai is also a random variable because of the 

use of simple random sampling. 

Let 
xi + + 

- 
n 
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a' 

ai + + a'n 

n 

µ'n 

n 

where the pi's are the true values for the ele- 

ments of the sample 

For the sample random subsample of n1 < n 

elements, let 

xi + + x' 

1 
n1 

- 

ai + + ari 
n 
1 

n1 

+ + 

- 
nl 

where 

and 

1 N 2 
w N i 

2 1 
pvw = 

The response variance contribution is: 

E [(i' _ _ (i'! ")1 2 = 1 (1 -p) 
1 

Also 

i") + 

where 

n-n 

n-n1 + 
nnl 

N 
= (ai 2 

Thus, finally, 

We suppose that values of xi, x, ..., 
n -n n -n 

1 
= 

02 1 1 S2 

are obtained from the respondents and that values is 
nn1 w nn1 

a 

of µi,..., are obtained from records. (Some - 
where the first term 

2 
gis the term that would 

times, when more intensive reinterviewing is 
done, instead of the true values, 

values yl,..., y' believed to have smaller 
n1 

occur if there were no response error, the second 
term results from response variance, and the third 
term results from the sample response bias. 

If no subsample is selected, then 
biases than xi,..., x' will be used. This type 

of analysis will be reported on later) 1 E(x' - µ)2 = g2 + + (n -1) + (a - 
a' 

Let us define z' by the equation 

Then is is an unbiased estimate of i.e. 

E if = 

N 
where = 

Nnn 
Sta and Sá = (ai - a)2 . 

a i =1 

If, to simplify we put 

p = 

2 2 
2 

Let E xi = ai; = ; 

where 

( -ai) (x aj) = E xi -ai - a 
= E (x' - µ)2 E(z' - µ)2 = (a 

1 
Hence we assume that the response deviations of 2 1 2 
different respondents may be correlated. µ)2(l n-n, 

nl nn1 nn1 a n1 

then 

Then 

E - µ)2 
2 

+ a") - (µ" - 

Also 
2 

- = (1 + (n-1) p 

where 

N 

Ta-µ N (ai - 



If a is small then is small or negative, 

and clearly there is little or nothing to gain 

from the subsampling technique. Indeed, if a 

were not frequently large relative to there 

would be no point in discussing response bias. 

When a is large, then unless is large 

relative to (a -µ)2, it should not require a very 

large value of to make n 
S < .1 (a -µ)2; 

nn1 a -µ 

even a smaller multiplier than .1 should not be 
difficult to attain. Thus the costs of a sub - 

sample interview may be quite large compared to 
that of a first stage interview and still the 
double sampling technique would be sufficient. 

Obviously, these results also indicate that 
the use of design methods such as stratification 
and regression estimates to reduce S2 will 

a 
greatly increase the efficiency of the double 
sampling approach to reduce response bias. These 
will be discussed in the larger paper but they 
demonstrate the importance of discussing explana- 
tory variables - a subject to which we now turn. 

8. Explanatory Variables. Response error 
will often vary with other variables. People with 
low incomes tend to overreport income and people 
with high incomes tend to underreport i.e., the 
response error in reporting income is a function 
of the "true" income. People who see a physician 
frequently and recently tend to report their ill- 
nesses better than people with the same illnesses 
who have seen a physician less frequently and not 
recently, i.e. the response error in reporting 
illness is a function of how often and how recent- 
ly a physician was seen for the illness. 

The study of the relationships of response 

error to the characteristics of the respondent, 
the interviewer, the questionnaire and the en- 
vironment-in which the interviewing occurred pro- 
vides information of importance in 

a. Understanding the data that the survey 
provides 

b. increasing the ability to design future 
surveys, and, 

c. improving the estimates resulting from 
the current survey (See Section 7.) 

We shall refer to the variables to which response 
error is related as explanatory variables. 

Explanatory variables can be classified, as in 

the preceding paragraph according to whether they 
are characteristics of the respondent, the inter- 
viewer, the questionnaire or the environment. 
When records or other sources outside the respon- 
dent or interviewer are used, then the explanatory 
variables may also be classified according to 
whether they are available: 

a. For each member of the population 

b. For various strata of the population 

c. For each member of the sample from the 
interview 

d. For members of a subsample from sources 
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outside the interview 

e. For members of a separate sample from 
sources outside the interview, the members of 
the separate sample also being interviewed 

When the explanatory variables are available 
for each member of the population, or for various 
strata of the population, then the usual condi- 
tions of stratificationor stratification after 
initial sample selection occur. 

When the explanatory variables are available 
from the survey itself then the double sampling 
procedures with stratification and regression 
become available. However, in such cases the 
explanatory variables may themselves be subject 
to response error; sometimes the explanatory 
variables may not be available from the interview. 
For example, the number of visits to a physician 
stated in medical records may be quite different 
from the number stated by the respondent, and 
better related to the error of response. There 
will also be information only available from the 
physician or medical records, and not available 
from the respondent. Explanatory variables not 
available from the interviews may be more closely 
related to response error than those available 
from the interview, but sometimes their useful- 
ness is limited because the cost of obtaining data 
on them is so great that they are obtained only 
for the subsample (See Section 7). 

When a separate survey is made to obtain in- 
formation to compute an estimate relatively free 
of response error the variance of the estimate 
will be larger than would the estimate based on 
a subsample of equal size from the interview 
sample, and if made at a different time or under 
different conditions the response error may be 
quite different. 

Let us now consider the explanatory variable 
in connection with double sampling and let us 
consider only the use of the explanatory variable 
for stratification purposes, leaving regression 
models for the fuller study. 

The population now is assumed to consist of 
elements (i, j) i=1,2,..., H, j=1,2,..., Ni 

and the response random variable for element (i,j) 

is xij . 

Let E(xij i,j) = 
ai i,j = 

and let 
ij 

the "true value" for (i,j) be 

To estimate 

where 

we can use 

1 
= E 

N 
= 

i j=1 
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= 2 = 1 E1 2 

where a simple randow sample of n elements 

selected from the N (N = E N1) elements of the 
=1 and 

2 1 
Pi N1 E (xii-aii) 

population. 

The sample,.á, is stratified and we denote 
the number of elements selected from the ith 
stratum by ni, and assume ni > 0, 1=1,2,..., H. 

Sai2 

= N1 -1 E1 

Then, if the mi are fixed, it follows that 

From the ni elements in where 2 2 H Ni Ni 1 2 

8H is a partition of , we select elements + min 
-p 

i) 

by simple random sampling and for these mi ele- 

ments we obtain the .. 

Let 

H ni 
= E 

where is the mean of x for xi is the 

mean of x for the subsample ofg and is the 

mean of for the subsample of i =1, 2, ...,H 

Then z' is unbiased, and 

2 2 2 

2 
+ Sa1 

while if = p ni then 

2 = c+ i) pni=1 
i i i 

If no subsample is selected, then as in 
Section 7, 

)) 
= 

n 
z (n) 

E(x'-µ)2 = + (n-l)p + (a - 

where (n) = (ni,n2,...,nH) 

It can be shown that 

H 
n 
l 

(nimi)Cwi 

n -m 
2 

= + i i 2 (1-P 
) 

i=1 i 

where 

+S 2 

1 Ni 1 
N 

= 
jrl 

' 
= 

N 

N S2, S2 _ 

Now the decision on whether to use the 
subsampling method depends largely on the rela- 
tive sizes of (á -µ)2 and 

S2 

pn i=1 ai- 

where we are omitting the terms in and 
i 

To measure the effectiveness of the explana- 
tory variables in general, not only if the 
double sampling method is used, we suggest the 
ratio 

Ni 
(ai 

2 

i =1 

a 

i.e. the variance between strata divided by 



the total variance of the individual bias, or 
the equivalent ratio 

Ni 
2 S 

N ai-µi 

S2 
a-µ 

(We ignore the ratios (Ni -1) Ni .) 

Similarly the. effectiveness of explanatory 
variables in reducing bias when regression 
estimates are used should be measured by the 
ratio of the variance of a -p about its regression 
line in terms of the explanatory variables. 

Similar remarks hold for ratio estimates and 
for multiple explanatory variables using differ- 
ence, regression or ratio estimates. 

The use of double sampling with stratifica- 
tion will often lead to the desirability of 
using optimum strata. Considerable steps in 
that direction may be made from a general know- 
ledge of the relation of the bias and explanatory 
variables, such as would result from earlier 
studies. The high cost of obtaining the will 

often justify multistage or sequential obtaining 
of the with improvements in the stratification 

at various stages of selection. 

9. Response models. As has been mentioned 
earlier, the response to an interviewer's ques- 
tion is a choice made by the respondent. The 
mechanism governing that choice is relevant to 
the understanding of the data and the possibili- 
ties for reducing response bias. 

We shall consider several cases. 

Suppose that a question has q possible re- 
plies yi,y2,..., Yq. Suppose that in the popu- 

lation there are Ni persons for whom the correct 

response is yi, i =1, 2, ..., q , N1 +N2 +... N. 

Suppose that the response model has the 
following characteristics. Of the Ni persons 

for whom the correct response is yi, Mi will 

give that response if selected, and the remain- 
ing Ni -Mi would choose one of all the possible 

responses with equal probability, i.e. with 
probability l /q. 

Let ui be the proportion in the sample whose 

response is yi . Then 

mi + n-m 

= q 
= 
i 

+ n -m 
i n n nq 
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which shows that if > 

where mi is the number selected from the Mi 

whose correct response is yi and give it, 

i =1, 2,...,q and +...+ mq. Now 

Mi N-M 
E u, 

+ Nq 

where M = M1 +...+ M and hence u' is a biased 

estimate of 
N 

E u' = Ni 

N 

If the same proportion of guessing takes place 
for each response then Mi = t Ni , say, and 

Ni 
- E ui 

then u' has a down - 
N 

ward bias and that if < then ui has an up- 

ward bias. From * follows that unbiased esti- 
mates of Mi,..., Mg can be obtained if an un- 

biased estimate of the total proportion guessing, 

can be obtained in a supplementary inter- 

view or through other means. If the proportion, 
t, guessing is constant and an estimate of t can 
be obtained then, the ratio estimate 

ri (ui + 

will approximateNi 
N 

To compute the variance of ri and to compute 

estimates of the mean 

q Ni Yi 

1 =1 

and the variance of the estimate under the res- 
trictive assumption is not difficult but is left 
to later publication. 

Estimates of Ni /N without the assumption that 
the proportions guessing are equal for all i, 
appear to require supplementary estimates of the 

Mi /N rather than only M /N. 

Clearly many variations of this "guessing 
model" are possible. All are subsets of a more 
general model which can be formulated as follows: 
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The elements of a population may be classified 

into H classes. In the hth of the H classes, 

there are Mh elements. Designate by yl,y2,..., 

y the possible responses to a question. Then 
q 

there are H response matrices P1,P2,..., PH, 

Ph = (pijh =1, ...,q; h =1, ...,H . 

If an element is in class h, andkis "true res- 

ponse "is then pijh is the probability that 

he will actually respond .. 

In the preceding case, H =2; the matrix Pl is 

the identity matrix of q rows and columns and 

the matrix P2 is also a square matrix all of whose 

elements equal l /q. M1, the number of elements 

in the first class is M , the number of persons 
that do not guess, and, M2 the number of ele- 

ments in the second class is N -M the number who 
do guess. 

Obviously, the general model need not include 
square matrices, or can handle them by putting 
certain of the pijh equal to O. Furthermore, 

many variants on the models can be studied; for 

example, the main diagonal of P2 might be 0 and 

the remaining elements all equal to /q -1. 

A second class of models may be associated 
to the name "learning theory The possibilities 
are many and only the simplest case can be dis- 
cussed here because of the length of the paper. 

Perhaps it will be useful to begin by con- 
sidering the following case: 

A person is-asked to report his illnesses. 
It is well known that, in general, the greater 
the number of times he has seen a physician for 
an illness the higher the probability that he 
will report the illness. 

If the person has seen the physician h times 
for an illness, denote by the probability that 
he will report the illness,'' and hence 1 -ph is the 

probability that he will not report the illness. 

If access to medical records is available 
then, by use of the double sampling procedure 
previously discussed, it is possible to obtain 
estimates p "1, 

p"2, p 

If x'h'is the number of cases of the illness 

reported by persons who made h visits in the 
larger sample and if on the basis of the subsample 
it is found that the proportion in the subsample, 
falsely reporting the condition is t "h, then 

H t" 

x" = E x' h 
ph h=1 

will approximate the "true number" having the 

illness. The mean square error of x" about the 

true value can be computed without great diffi- 

culty. 

Let us suppose that the probability that the 

respondent who has made h visits to the physician 

became aware of the illness on visit g but not 

before, is 

(1-p)g 
1 

p, g=1,2,... 

Then the probability that the person who 

makes h visits to the physician will know his 

condition is 

ph 1 - (1-p) 
h 

h=1,2,..., H 

where p is the probability that a visit results 

in the respondent learning of the condition. 

To estimate p will require a smaller sample 

than to estimate pl, 
p2,..., pH. Furthermore as 

a means of guiding improvements in questionnaires 
and interviewing, the fact that a learning model 

may be approximately correct would be very useful. 

To extend the model summarized by * to in- 

clude the effects of time since the last visit 

to the physician would be important in discussing 

response errors in reporting illnesses; we are 

here more interested in indicating the use of 

learning and other behavioral science models as 

a means of understanding and reducing response 

error. 

This paper, already too long, is part of a 

larger study on response error which is intended 

to deal with various aspects of response error 

measurement, understanding and reduction.' The 

basic approach consists in formulating survey 
models that include response choice models in 

order to be able rationally to decide how to 

allocate the resources of a survey. In so doing 

the suggestion is made that even artificially 

simple models for the conclusions, decisions or 

actions to be taking on the basis of a survey may 

be adequate for guiding the design of the survey 

if used with judgment - even though these models 

are not actually used in the analysis of the 

survey when made. 


